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in [8]-[11]. One such language we denote Q6K’), a language A prefix-closed languagd. C L(G) is controllable if (Vs €
discovered independently by the authors of [8]-[10] which was showh ¢ € ¥..)[so € L(G) = so € L]. If L is a closed sublanguage
to satisfy supCCN(K) C Q(IK). Under the assumption that of L(G) then a supervisor exists such tHaiG, ~) = L if and only
is regular, a language that contaifi§ ') was synthesized in [9] if L is controllable [1]. Every closed languadeC L(G) contains a
and is denoted.(S.:/G) where Sy, is a supervisor for the plant supremal closed controllable sublanguage [14]. The supremal closed
G. Another language that contaifis( k) (and is incomparable to controllable sublanguage df is denotedL!.
L(Sm/G) in the sense of set inclusion) was presented in [11] A mask [5] is a functionM: ¥ — A U {e}, wheree ¢ A
and is denotedL(S3/G). Online techniques have been used tand A is defined for allo € X. The setA is another event
synthesize supervisors foX( ') and L(Sx;/G) in [9] and [12], and set, and events i\ are calledobserved eventsThe maskM is
for L(Ss/G) in [11]. All of these techniques require the assumptioextended in its domain over strings by assigniif¢) := ¢ and
that K is closed, controllable, and regular. (Vs € X", 0 € ¥)M(so) := M(s)M(c). The mask function is
The main result of the present study is a generalization of @&xtended in its domain over sets of events and sets of strings in the
online supervisor synthesis procedure given in [9], producing reatural way.
classof closed controllable and observable sublanguages of a givenWe define therestricted inverse mask functioh/;' as a map
regular closed and controllable languajeC L. Each element of M;': 2*" — 2P where P is a restricted domain of\/. Let
the new class contains the languagék’) [which itself contains (VA C A*)[M5'(A):= {s € P|M(s) € A}]. The setM ' ({\})
supCCN(K)]. Under the assumption thal is regular, if we is the set of events i whose mask value i$. Similarly, the set
set K = L' (where L' is the supremal closed and controllabled/;;!({I}) is the set of strings ilE* whose mask value is equal to
sublanguage of the regular languadg@ then every member of I. Theunobservablevents, denotell., are those whose mask value
the class also containsipC’CN(L). Furthermore, the previously is equal toe. These are given b§. = Mg ' ({e}). For simplicity of
proposed languageE(Sy;/G) and L(Ss/G) are members of the notation we sometimes omit parentheses and braces anduwitfor
class. This class of languages can contain nonregular languages.M (o), ML(G) for M(L(G)), and M1 for Mg/ ({l}) wherever
The rest of this paper is organized as follows. Section Il reviews meaning is clear from context.
the relevant theory of supervisory control and describes the languagé partial information supervisoiis a functionva;: ML(G) —
Q(K), whereK is an (arbitrary) regular closed controllable sublan2™<. The closed-loop language of a partial information supervisor
guage ofL. In Section Il we present the assumptions and the maig computed by assigningvs € L(G))v(s) := v (Ms) then
results of this paper. We present some examples in Section IV. Té@mputing L(G, ) as in (1). The functiony,s actually need not
proof of our main result is given in Appendix A. be defined for all € M L(G) but only on a sufficient subset so that
the closed-loop language can be computed. We shall always use the
1. PRELIMINARIES subscriptM for partial information supervisors so we are permitted
The system to be controlled is modeled by a deterministic finif@ W€ L(G. ya1). _ .
automaton (DFA) or generataf — (Q, S, 8, go), where Q) is a A prgflx-closed languagé. C L(G) is observable(with respect
set of states containing the initial state, ¥ is a nonempty set of to M) if
events such that the null even® ¥, andé is a transition function (Vs,s €L, 0 €S)([Ms=Ms' Aso € LAs'c € L(G)]
(a partial function) mappind x @ into Q. The setE¥”* is the set = socl). @)
of all strings made from concatenating any number of evenfS,in
defined as® = {e} UTUXZ U ---. A partial information supervisor that generates the prefix-closed
The plant's transition function is extended in its domain ovesublanguagel exists if and only if L is both controllable and
T* x ) by assigning for aly € @, (¢, q) := q, andé(sa, q) := observable [2].
8(o, 6(s, q)) if it is defined. Alanguageis any subset of2*. A A property that found use in the synthesis of sublanguages of
languageL is said to beprefix-closedor just closedif every prefix a given language isormality [15]. A prefix-closed languagé C
of every string inL is also a member of. The prefix-closure of a L(G) is normal (with respect tal) if for all s € L(G) ands’ € L,
languageL, denotedL, is the set of prefixes of every string i Ms = Ms' implies thats € L. If a closed sublanguage is normal,
Corresponding to the DFAG we define a language.(G) then itis observable. Since normality is closed under union, for each
(called the plant language) to be the sB{G) := {s|s € closed sublanguagg there exists a supremal closed controllable and
¥* A 6(s, qo) is defined. The languageL(G) is closed, and we normal sublanguage df [2]. This language is denotedpCCN(L).
say that the plan& generatesL(G). If L C L(G) we say thatl is If the language X’ C L(G) is closed and controllable (and
a sublanguage of.(G) or just thatZ is a sublanguage. nonempty), then there is a closed controllable and observable sub-
We partitionY into two subsetsE.., the set of controllable events, language ofK™ denoted(}(X’) that containsupCCN(K) [8]. We
and%,. = ¥ — ¥, the set of uncontrollable events.shpervisoris now synthesize a partial information supervisor that genefatés).
a functiony: L(G) — 2%<. Under the event disabling action of theBy assumption, there exists a supervisosuch thatL(G, ) = K.
supervisory the plantG' generates thelosed-loop languagthat is a Let v be such a supervisor. Assume without loss of generality
closed sublanguage @f(G). The closed-loop language generated bthat (Vs € K)(o € ~v(s) = so € L(G)). In this case, we
the supervisory acting on the plan is denotedL(G, v), defined have that(Vs € K)v(s) = {0 € Y|se € L(G) — K}. We
constructively using: 1} € L(G, v) and ii) extend the domain of the function to sets of strings by assigning
(VP C K)F(P) i= U,ep o(s).
[s € LG ) Asor € LGY Ao g y(s)] @ se € LG 2 (D 0w define(vi € MO (1) = F(MZ'1)]. Thus+$ (1) is the
If L(G, v) = L we say that the supervisargenerated. From the union of y(s) over all s € K that satisfyMs = [. We have that
above definition ofZ.(G, ~), it can be seen that the functionneed Q(K) = L(G, ~+}) [8]-[10].
not be defined for alk € L(G). It is sufficient to define it for all
s € N so long asL(G, v) C N C L(G). We cally a supervisor IIl. AN ONLINE SUPERVISOR FOR ACLASS OF LEGAL SUBLANGUAGES
as long as it is defined over a sufficient subsef¢f7) so that the =~ We assume that the legal sublangudgss closed and regular. We
closed-loop language can be computed. develop a procedure for generating closed controllable and observable



1632 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 43, NO. 11, NOVEMBER 1998

(but not necessarily regular) sublanguagesZofWe assume the proposition we select the set; (1) for eachl € M L(G, var), and it
existence of some nonempty regular closed controllable sublanguégassumed that. (1), wherel’ is a (strict) prefix ofl, has already

of L, which we denotel. Then K and Q(K) are both closed been selected. The following proposition uses an “initial guess” of
regular languages. We generate languages that cof@i) and ~as(7) in order to compute one that satisfies (5).

are contained if{'. We remark that we can sé&f to be any regular  Proposition 1.1: For eachl € M L(G, v ), letT; C .. Let
(nonempty) closed controllable sublanguagé pé.g., we can choose

K = LT. f'N— o f
= /I Ec - B
The controllability of K allows us to assume the existence of a L= r_muf([ R rf] &) ©)
supervisory such thatZ(G, v) = K and (Vs € K)[o € (s) = (1) =7 p&([Ee = Td]", £(1). @)

so € L(G)]. (Hencev(s) contains no “extra” events.) Sinck is

regular, letD = (X, X, &, xo) be a DFA such thaL.(D) = K with ThenQ(K) C L(G, ) C K.

D accessible.D is accessible when for alt € X, there exists an Proof: We haVé that VI € ML(G, )7 pe(Se —
s € L(D) such that¢(s, zo) = =. Furthermore, we choosP so r i

that_D refinesG [11_1]. In this case, the supzerwso,r can be given pat T,6+() C (D). It is clear from the definition of, that
equivalently by adisable mapyp: X — 2=¢, where we define r, cr, hencETyDZ([Ee — T, é(l)) C v (D). But it is also true

1", é(l)) C 7p&(Zr, E(Z)), so all that remains to be shown is

(Ve € X)[yp(x) = ~(s): (s, v0) = a]. thatT; C 7 E([S. — I}, (1)), hencel’; C ~ar(1). It follows b
We now extend the domains af, and ¢ to ease notation. The atl .—.7DE([AE e E('))’_ encel: = M[(’)' OTlows by

disabl T tended in its d . bsets Bt W the definition ofyy andé&y that¥y, &4 (1) C vas(1). By Theorem 1,
isable mapyp is extended in its domain over subsets e O(K) C L(G, 1) C K. L

define theextended disable map,: 2° — 2%¢ using the union of
vp(x) overz € X.

For simplicity of notation we sometimes omit parentheses and wr
~p P for %, ( P). Theextended transition functias similarly defined
by assigning

The initial guesd’; can (for each) be any subset &E.., and it can
be interpreted as a set of “preferred events” to disable. Although the
'é%t ~a (1) can contain events not ifi; [and ['; can contain events
not in yas(1)], these two sets share a common subset, narfiely
The use of the sef; to generateyy (1) [as in (7)] guarantees the

(VJC X, PCX)(J,P) right-hand containment in (5). To construgt; (/) we require two
={reX|3seJ o €P)x=¢(s )} ©) evaluations of_the fgnctioﬁ gnd two evaluations of the functioy, .
The computation of takes in the worst cag&.|| X | steps, and the
The partial information supervisaii; can now be equivalently given computation ofy,, takes at mostX | steps. Hence the complexity of
by i1 (1) = Fp&(M ™', {wo}). the algorithm presented in Proposition 1.1C1$|Z. || X]).

Our main theorem (Theorem 1) places a sufficient condition onThe following ways of selecting.; (Propositions 1.2 and 1.3)
the events that a partial information supervisor disables, so that #e special cases of Proposition 1.1; they show how some languages
resulting closed-loop language contaifi$/’) and is contained in proposed in the past can be generated. In both cases, thg et
K. A class of languages is generated by choosing such supervisghigsen independently df
that meet the sufficient condition. We show several ways of choosingProposition 1.2: For eachl € ML(G, var), let Tj = Z. in
supervisors in the propositions following the theorem. Thp theorepioposition 1.1. The)(K) C L(G, vm) C K (by Proposition
uses the definition of anonobserved reach functiofdenoteds) that 1.1) andL(G, i) = L(S3/G).
provides information about the states bf (the DFA that generates  Proposition 1.3: For eachl € ML(G, yr), let T} = @ in
K) that can be reached via strings of the closed-loop languaggoposition 1.1. Thef2(K) C L(G, var) C K (by Proposition
The unobserved reach function takes into account the event-disabling) andL(G, vu) = L(Su/G).
actions of the partial information supervisor, and is used, along withThe proofs of Propositions 1.2 and 1.3 are straightforward (see [9]
the disable mapy,, to determine those events that: 1) must band [11]).
disabled to ensure that the closed-loop language is a sublanguagene algorithms of Propositions 1.2 and 1.3 will always generate
of K and 2) must not be disabled to ensure that the closed-loggyular languagesyts(I) depends only on the value éu), which

language contain§ (k). ‘ can only have a finite number of values). Proposition 1.1, on the other
Theorem 1: Let vu: ML(G) — 2% be a partial information hand, can be used to generate a nonregular language, since the value
supervisor. Lett(e) := {0} and of v (1) depends not only og(7) but on the values of’j, which
(VIN € ME)EUN) 1= EOMS A = var(D), £2(1) 4) is chosen by the DES designer_. It is possibleFprto be chosen so
R - X that the closed-loop language is nonregular.
whereéy (1) = £([Ze — v (1)]", £(1)). Then the following: The algorithms for computing the partial information supervisors in

) _ 2 ek © Propositions 1.1-1.3 can be implemented online. If one has already
V1€ ML(G, vn)[Tpes () € (1) S Tp&(E €] (5) computedyys (1), then the computation ofs (1)), where X is an
implies thatQ(K) C L(G, vm) C K. observed event, does not have to be performed unid observed

The proof of the theorem is given in Appendix I. The function®y the supervisor.
£+ andé have physical meaning related to the langu&gend its The overall computational complexity of the supervisors presented
DFA D. As shown in Lemma A.1, if a string is in the closed- in Propositions 1.1-1.3 is measured by examining the number of com-
loop language (and (5) is satisfied) then the corresponding stptgations needed (in the worst case) each time an event is observed.
£(s, 20) is @ member o (Ms). In fact (as demonstrated in the The computation requires that the valueg pf?), £(1\), andar(I\)
proof) if the last event ofs is observable, then the correspondingach be computed once. It is easy to show that the joint computation
state¢(s, xo) is a member of (Ms). The functionsty and¢ take of &, (1) and£(I)\) requires at mosiS|| X | computations. This is due
into account the event-disabling action @fr, hence it is also true to the fact that in the computation @f. unobservable events are
that forl € ML(G, vum ), x € §+(l) implies that there exists a string used, and in the computation 6fobservable events are used. Any
s € L(G, vu ) such thatM s = [ and&(s, wo) = w. additional computations are made in the selection,0f/\). If the

We now present a series of propositions that show how to select #lgorithm of Proposition 1.1 is used, then the overall complexity is
supervisory,s so that the sufficient condition (5) is satisfied. In eacl(|Z|| X]).
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{o1, 02, 03, a4}. Given~i,(¢), we find that the set of strings\ is
in the closed-loop language. Henkec M L(G, 3, ). Consequently,
&) = {7}

Let Ty = §. ThusT, = (. Proceeding as in Example 1, we get
(A = 7,,({7,9}) = 0. Thus the string3\o> is also in the
closed-loop language. Thu G, +3;) = BXo2. By Proposition 1.3,
L(G, vi1) = L(Su/G).

Example 3: Let I'} = {03, 04} for all 1 € ML(G, ~3;).

Let T. = {os, 04}. We find from (6) thatl'. = {03, 04}.
Proceeding as above, we géi (¢) = 7, ({0, 1, 2, 3}) = {03, 04}.
Given 3, (e), we find that the set of stringgr; + 3 + 02)\ is in
the closed-loop language. Hendee M L(G, ~3;). Consequently,
£ = {5,6.7}.

Let Ty = {03, 04}. By (6) we find thatl'y = {o3}. We get
Yir(\) =55({5, 6, 7, 9}) = {02, o3}. No more strings are in the
closed-loop language. ThUSG, ~i;) = BA + g2 X + o1\ O

We have shown (by Examples 1 and 2) that the languages [11] and
L(Sw /@) [9] can be generated, as well as other languages (Example

Fig. 1. The DFA used in the examples of Section IV.

IV. EXAMPLES 3). Other languages (viz., elements of the class) are generated by
Fig. 1 shows a DFAD = (X, %, ¢, x0), where the state set d choosing (for each) different values of; in Proposi.tion 1.1. Sjnce
is X = {0,1,---, 9}, the event set i€ = {3, \, 71, +++., ou}, L(S?/G) [11] andL(SM/G? [9] are gen_erated ppartl_cular ch0|ce_s _
and the initial state isto = 0. The transition functiort is de- of I';, the propos_ed supervisor syr_1the5|s algorithm is a generalization
fined in the figure by the labeled arrows between states, for €3 the two algorithms presented in [9] and [11]. Each of the three
ample, £(\, 1) = 5. The DFA D generates the languagé = generated languages contains strings not in the others. Copsequently,
T1AG2 + X3 + B(as + Ao2) + 0. the generated languages are incomparable to each other in terms of

Assume that all events are controllable excehtso . = set inclusion. All three languages properly inclu@¢ZX’) and are

(X, 01, ---, 04). Assume that the eventis observable and all other cONntained ink’. _ _
events are unobservable, So= {3, o1, +-+, o4}. Thus, fore € T Similar classes of languages have been found in [8] and [13] using

M(s) = Xif ¢ = X and M(s) = € otherwise. controllable-event ordering. In [8], a class of languages that contain

The events that are shown inside braces in Fig. 1 represent contfdft) [and hence also contaisupCCN(K)] was found. Unfor-
lable events that extend strings &f into the plant languagé (G), tunatel_y, no online procedure has yet been de_veloped _for computing
but not into k. For example, the strings.s; and 304 are assumed supervisors for thosellanguages. In [13] an onlllne technique was used
to be inL(G) and not ink . The languagé is a (possibly supremal) to synthesae supervisors for_a class of ma_><|mal sublanguages..The
controllable sublanguage of a legal langudgeC L(G). It can be synthesis a_lgonthm is c_alled in [13] the Varl_able Lookahc_agd Policy
shown that2(K') = 32 is a controllable and observable sublanguagd@"der Partial Observation (VLP-PO) algorithm. In addition, [13]
of K. provides a scheme of event ordering that ensures that the generated

The events inside braces also define a (full-information) supervidgximal language includesipC'C'N(K) and observes that another
~ that satisfiesL(G, v) = K. For example(s2) = {03} and event-ordering scheme exists to guarantee that the generated maximal
' N t languages contaif2(K). In this sense the languagespCC' N (K)
sets as a function of the states I, for example,yn(6) = {o»} and (&) can be “maximized.” On the other hand, it also shows
and~,(7) = 0. By extending the domains af and~, we define that theredoes not exisain event-ordering scheme which ensures
the extended disable map, and the extended transition functign Nt the generated maximal language conta'ms,'w/G). Our class

We use Proposition 1.1 to generate three different closed-lo§p'anguages contains elements [suchlas; /()] not generated
(i.e., controllable and observable) sublanguages, all strictly containiﬁp)r maximized”) by the VLP-PO algorithm. Consequently, the class
Q(I) and contained irfs. To allow comparison among supervisors® 1anguages generated here is incomparable (in terms of language
we denote themy.,, +2,, and~?3,. inclusion) to the class generated by the VLP-PO algorithm.

Example 1: Let I} = X, for all I € M L(G, vi,).

~(BA) = 0. The corresponding disable map gives disabled even

By definition of closed-loop languages, € L(G, Yir). Let V. CONCLUSION
r. = ¥.. We have thf:ufl(e) = {0}. Using (6) computel’. = A partial information supervisor that generates a class of closed
TN FpE([S = T, €'(e)) = S n3pE({8}7. {0}) = . N controllable and observable sublanguages of a closed and regular
7,({0, 3}) = {o4}. Computeyi;(€) = 7,6([E. — I]*, €'(¢)) = legal language is presented. The supervisor can be implemented

Fpé([Ze — {oa}]", {0}) = 75,({0, 1,2, 3,8} = {01, 03, 04}. onlineusing a technique introduced by Heymann and Lin [9] where

Given the value ofy},(¢), we find that the sets of stringsX and computations of the disabled event set can be made after each event

o2A are in the closed-loop language. Henkee ML(G, ~vi;). observation. The generated languages contain a language proposed

Consequently¢' (\) = {6, 7}. Let T, = .. By (6) we find that independently by Heymann and Lin [9], Kumar [10], andeFal. [8];

Ty = {o2}. this language contains the supremal closed controllable and normal
Compute v4,(A) = F,E(S. — Ta]*, €'(\)) = 7,&([S. — sublanguage of the legal language. The generated class of languages is

{o2}]", {6, 7}) =7,({6, 7, 9}) = {o=2}. Thus the stringrz A3 is incomparable (in terms of set inclusion) to both the class of maximal

also in the closed-loop language. ThliG, vi;) = X+ o2Acs. languages generated by Hadj-Alouaeial. [13] and the class of

By Proposition 1.2,L(G, ~i;) = L(S3/G) [11]. languages generated in [8]. The (online) computational complexity
Example 2: Let '} = () for all I € M L(G, ~3;). of our algorithms iSD(mn), wherem is the number of plant events
LetT. = (). Thus by (6)I'. = (. Proceeding with the computationandn is the number of states in the generator for the supremal closed

as in Example 1, we geti;(¢) = 7,({0,1,2,3,4,8}) = controllable sublanguage of the legal language.
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In some applications (e.g., plants with a large number of events thf)] R. Kumar, V. Garg, and S. . Marcus, “On controllability and normality
can occur very frequently) it is possible that the algorithms presented of discrete-event dynamical system&yst. Contr. Lett.vol. 17, pp.

here are still too computationally intensive to be implemented onlin

This topic requires future study.

APPENDIX A
PROOF OF THEOREM 1

We assume thatyys is a partial information supervisor. The

corresponding functiong and &4 are defined in the statement of 1]

Theorem 1. All other assumptions are stated in the beginning
Section Ill. The first lemma shows that(G, i) is indeed a
sublanguage ofy'.

Lemma A.1: Assume that(¥l € ML(G, )7+ (1)
~um(l). Thens € L(G, yar) implies thats € K and (s, xo)
£ (Ms).

Proof: We use induction orjs|.

1) Basis: |s| = 0, sos = ¢. L(G, var) is a closed-loop language,
soe € L(G, yar). By assumption, sinc&” is nonempty and closed,
e € . We also have thaf(e, 20) = o € {a0o} :AE({E}, {x0})
and therefore (e, xo) € E( Y —ym(e)]*, {zo}) = &4 (e).

2) Induction: Assume that the lemma holds for gl| < &, & > 0.
Let |s| = k. We shall first show thatoc € L(G, vamr) = so € K.
Let so € L(G, vm). Thenso € L(G) ando & ~u(Ms). Let
I = Ms. By assumptiong ¢ &4+ (1). By the inductive hypothesis
o & vp(&(s, xo)), hences ¢ ~(s). Sincess € L(G), s € K,
o & ~(s), and L(G, v) = K, we conclude thatec € K. To

c
€

show thaté(sa., zo) € &4 (M(sa)), two cases are considered, when
Mo = e and whenM o # €. For both, we start using the inductive

hypothesis to geg(sc. o) € E({e}. {€(s, 70)}) C E({e}. & (1)

It is then straightforward to show that in each caddg }, £+ (1)) C

£ (M(so)). This completes the proof of the lemma. O
Proof of Theorem 1:Assume that (5) holds. Due to Lemma A.1

all that remains to be shown is tha@{ ') C L(G, ~var). For this we

use induction ors|. The basis step = ¢ is trivial, since both are

closed-loop languages.

Induction: Assume that for alls with |s|] < k, k > 0, s €
Q(K) = s € L(G, vu). Let|s| = k. We want to show thats €
QUK) = so0 € L(G, vu). Letso € Q(K). Thens € Q(K) C K,
s € L(G, ), so € L(G), ando ¢ ~i4(Ms). Letl = Ms. From
the definition ofy%;, we have that$y (1) = 7,E( Mg, {xo}). It
is straightforward to show that/ s € L(G, v ))E(S2, £(Ms)) C
(M7 Ms, {x0}). Consequentlys ¢ &(S7, £(1)) and therefore
o & vu(l). Sinces € L(G, var) andse € L(G), we conclude that
so € L(G, yum)-
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On Damped Algebraic Riccati Equations

C.-Y. He, J. J. Hench, and V. Mehrmann

Abstract—n a recent paper, an algorithm was proposed which produces

,dampening controllers based on damped algebraic Riccati equations

(DARE’s) derived from a periodic Hamiltonian system. The solution to
one of these DARE's is symmetric and the other, skew-symmetric; both
of these solutions lead to a dampening feedback, i.e., a stable closed-loop
system for which the real parts of the eigenvalues are larger in modulus
than the imaginary parts.

In this paper, the authors extend these results to include a broader
class of damped algebraic Riccati equations which have Hermitian and
skew-Hermitian solutions and show that every convex combination of
these solutions produces a dampening feedback. This property can be
used to vary the feedback with two parameters and thus obtain more
flexibility in the controller design process.

Index Terms—Damped algebraic Riccati equations, dampening feed-
back, linear quadratic control, periodic Hamiltonian systems, periodic
Schur decomposition.
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